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Abstract: Global Positioning System (GPS) radiotelemetry, as a data collection technique, currently suffers from
largely unknown fix-rate biases that result in lost data due to environmental factors, which could lead to wrongful
research conclusions. Estimates of bias within uncorrected data from free-ranging animals have not been report-
ed. I tested the effects of a known fix-rate bias model on habitat-selection conclusions by correcting habitat-use data
for mule deer (Odocoileus hemionus) and random data, and comparing outcomes to those of the original uncor-
rected data. In all cases, corrected and uncorrected data yielded similar habitatselection conclusions. I attributed
this to the model, which accounted for <10% data loss in all cases. Due to this small amount of explained data loss,
I suggest that animal behavior (e.g., bedding vs. moving) is a large source of unexplained data loss from free-rang-

ing animals and must be accounted for to best overcome biases in GPS radiotelemetry data.
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Global Positioning System radiotelemetry is
gaining popularity in wildlife research because of
its obvious advantages of automated tracking of
animal movements (Rodgers et al. 1996). Howev-
er, as a scientific method of data collection, GPS
radiotelemetry is arguably still in its infancy due
to unknown and unquantified sources of error
and bias in collected data, including radiocollar
malfunctions, location errors, and fix-rate biases
(Rempel et al. 1995, Moen et al. 1996, D’Eon et
al. 2002). Of these, fix-rate bias is likely the most
problematic; radiocollar malfunctions should
decrease as technological advancements in radio-
collar construction are made, and location errors
have been shown to be relatively small for many
wildlife research applications (+31m 95% of the
time; D’Eon et al. 2002).

Fix-rate bias can be defined as the inverse of fix
success rate or observation rate, which is the likeli-
hood of obtaining a GPS fix given a multitude of
environmental factors including terrain, habitat,
and animal behavior. Terrain and habitat, partic-
ularly thick forest, have been demonstrated to
affect fix success rate, and therefore impose biases
on data collected by GPS radiotelemetry systems
(Rempel et al. 1995, Dussault et al. 1999, D’Eon
et al. 2002). These biases manifest themselves as
omissions in data collected by GPS radiotelemetry
systems and potentially translate into wrongful re-
search conclusions, especially those concerning
habitat selection. As an example: if thick forest

I E-mail: rdeon@interchange.ubc.ca

858

cover imposed a negative bias on fix-rate success
(i.e., the likelihood of obtaining a fix is lower in
thick forest than in an opening), a GPS radio-
telemetry data set from an animal using thick for-
est heavily would contain a set of locations describ-
ing habitat use that was disproportionate to actual
use (i.e., openings would be overrepresented,
thick forest sites would be underrepresented). If
the bias was severe enough, habitat analyses of
these data could lead to the conclusion that this
animal preferred openings and avoided thickly
forested sites, when the opposite was actually true.
The problem is no doubt exacerbated by animal
movement, which results in much lower fix rates
on free-ranging animals than on stationary radio-
collars (Merrill et al. 1998, D’Eon et al. 2002) and
likely represents additional unknown biases in
resulting data (Moen et al. 2001).

To my knowledge, estimates of fix-rate bias
within uncorrected data have not been reported
(but see Moen et al. 2001). This is probably due to
the extreme difficulty of knowing exactly why data
are missing from GPS radiotelemetry data. To best
overcome the problem of fix-rate bias, researchers
using GPS radiotelemetry require knowledge of
the unique biases in the data they collect and meth-
ods to correct them—knowledge and methods that
are currently unknown or underdeveloped (John-
son et al. 1998, Rettie and McLoughlin 1999). I
investigated the effects of a known fix-rate bias for
stationary GPS radiocollars on habitat-selection
analyses in a mountainous, forested landscape in
southeast British Columbia, Canada. I used a fix-
rate bias model derived from previous work in this
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landscape (D’Eon et al. 2002) to correct data col-
lected on wintering mule deer. I compared the cor-
rected data to uncorrected data to test the effects
of this data correction on habitatselection conclu-
sions. I also used a Monte Carlo approach to test
for Type I errors in random data by testing a null
hypothesis that biases inserted into random data
representing hypothetical animals would have no
effect on habitat-selection conclusions.

METHODS
Study Area

I obtained mule deer use and random locations
within the Lemon Creek drainage (49°42'N,
117°25'W), a 21,924-ha mountainous, forested
landscape within the Selkirk Mountains of south-
eastern British Columbia, Canada. The area lies
approximately 23 km northwest of Nelson and is
described by D’Eon et al. (2002).

Radiotelemetry Data

Deer Capture and Radiocollaring.—Between 18 and
27 February 1999, field crews captured 3 male and 3
female adult mule deer in clover traps baited with
alfalfa and salt (Clover 1954, D’Eon et al. 2003). We
fitted deer with GPS radiocollars, obtained from
Advanced Telemetry Systems (Isanti, Minnesota,
USA) that contained Garmin GPS 25LP receivers
(Wildlink 1990) and remote release mechanisms.
Radiocollar battery life was limited to approximately
1 year. We therefore removed and retrieved radio-
collars, fitted them with new batteries, and rede-
ployed them on 6 different mule deer (5 males, 1
female) between 4 and 18 March 2000. We retrieved
radiocollars within 1 year of the second deployment.
The radiocollars were set to attempt GPS fixes every
4 hr. Fix success rates were determined by calculat-
ing the proportion of possible fixes obtained for the
time span of a deployed radiocollar.

Habitat-selection Analyses.—I downloaded data
from retrieved radiocollars and deleted obvious
anomalies and impossible data (D’Eon et al. 2002).
Neither real-time nor post-processing differential
correction was used because location accuracy of
these data was sufficient for most broad-scale appli-
cations. I created 100% minimum convex polygon
annual home ranges for each deer (White and Gar-
rott 1990). Within each deer home range, I gener-
ated a number of random locations equal to the
number of radiotelemetry locations for that indi-
vidual. I considered random locations to represent
habitat availability within individual home ranges
for analytical purposes (White and Garrott 1990).
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I derived habitat attributes for each radio-
telemetry and random location using British
Columbia forest cover and terrain resource infor-
mation mapping in digital format. Because of their
strong influence on mule deer winter habitat selec-
tion in this area (D’Eon 2001), I focused analyses
on the following habitat variables: elevation, slope
gradient, crown closure, stand age, solar radiation,
and habitat type. I extracted elevation, slope,
crown closure, and stand age directly from digital
map information. Solar radiation was calculated as
the amount of direct solar radiation (kW,/m?) for
each location during winter (Kumar et al. 1997)
and was considered a surrogate for aspect because
of its high correlation with aspect class (r=0.834).
I assigned a habitat type to each location based on
forest attributes: 1 = western redcedar (Thuja pli-
cata) and western hemlock ( Tsuga hetrophylla) for-
est, 2 = Engelmann spruce (Picea engelmannii)
and subalpine fir (Abies lasiocarpa) forest, 3 =
Douglas-fir (Pseudotsuga menziesii) and Ponderosa
pine (Pinus ponderosa) forest, 4 = forest opening
and shrub communities, and 5 = alpine.

I then stratified locations of individual deer into
winter and all other seasons combined by inspect-
ing spatial distribution of locations and elevational
movements (Apps et al. 2001). Mule deer in this
drainage display a consistent migratory pattern
from low-elevation winter ranges near the mouth
of Lemon Creek to high-elevation summer ranges
(similar to mule deer migration patterns described
by Garrott et al. 1987). For the purposes of data
analyses in my study, I concentrated on winter
because of the strong habitat relationships dis-
played by deer at this time of year in my study area
(D’Eon 2001). I identified winter locations based
on an obvious localized congregation of locations
at the lowest elevation in the annual migration,
usually occurring between February and April.

Because I had many locations for a few individu-
als, I considered individual mule deer the experi-
mental unit. I calculated mean values for individ-
ual deer and corresponding random locations,
rather than pooling all locations, as suggested by
White and Garrott (1990) and Aebischer et al.
(1993). Doing so avoided both pseudoreplication
and inflated sample-size problems (Hurlbert
1984). I then performed habitatselection analy-
ses in 2 ways. For continuous data, I used ttests
with Bonferroni multiple-test corrections (Zar
1984, SPSS 1998) to compare mean deer use to
the available mean (n = number of deer, a =
0.05). For analysis among habitat types, I tested
selection and avoidance of habitat types by each
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deer by comparing the proportional use of each
habitat type to its corresponding availability and
calculating the associated Bonferrroni confidence
intervals (o = 0.1, k= 5; Neu et al. 1974, White and
Garrott 1990). In this way, I compared habitat used
by individual mule deer in winter to available
habitat within their corresponding annual home
range (design 3 from Thomas and Taylor 1990).

Simulated Data

I constructed 30 sets of random location data to
simulate 30 hypothetical animals using the land-
scape in a random fashion. Locations were select-
ed within the entire study area (D’Eon etal. 2002).
To investigate the influence of the number of loca-
tions obtained per animal in GPS radiotelemetry, I
constructed 10 sets each of 100, 1,000, and 10,000
random locations. I then derived habitat data for
each location similar to radiotelemetry data.

Data Correction and Bias Effect

Radiotelemetry Data.—To investigate the effect of
GPS fix-rate bias on radiotelemetry data in my
study area, I corrected individual deer-use data by
inserting data representing assumed missing data
as a result of GPS fix-rate bias. I did this by classi-
fying all locations into 1 of 9 bias classes with an
associated bias rate ranging from 89.99 to 100.00%
(i.e., a bias rate of 89.99% means 89.99% of fix
attempts are recorded, or 10.01% of locations are
missing). Bias rates were calculated from D’Eon et
al.’s (2002) fix-rate bias model for this study area:

FR =0.098 x AS - 0.076 x CC + 95.363,

where FR = fix rate, AS = available sky (see D’Eon
etal. 2002), and CC = crown closure. I assigned bias
classes using a 3-cell x 3-cell matrix with 3 AS class-
es (0-30%, 40-70%, 80-100%) along the x-axis and
3 similar CC classes along the y-axis. I then calcu-
lated the number of assumed missing locations in
each bias class by multiplying the bias rate by the
number of locations in each class. I added data by
randomly selecting a number of locations within
each bias class equal to the number of calculated
missing locations. I then duplicated selected loca-
tions, along with associated habitat data, and added
them to the data set. To correct corresponding
available data sets for each deer, I added a number
of random locations to the available data equal to
the number of additional deer-use locations. In this
way, I generated corrected use and random data
for each deer that compensated for the predicted
GPS fix-rate bias from D’Eon et al. (2002). To inves-
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tigate the effect of the bias on conclusions about
habitat selection, I then performed habitat analyses
on corrected data similar to those described for
uncorrected data and compared the results.

Simulated Data.—1 used random data to test the
null hypothesis that 1 set of random locations will
not differ from another set of random locations
that have been corrected for GPS fix-rate bias. If
the bias affects habitatselection conclusions, then
I predicted differences should occur between cor-
rected and uncorrected random data, assuming
that 2 sets of uncorrected random data have simi-
lar data distributions. To test this, I assumed that
the data contained all locations of a hypothetical
animal, and I thus included locations that would
not be recorded given a fix-rate bias. To correct
for the bias, I again assigned a bias class to each
location from D’Eon et al.’s (2002) fix-rate bias
model. I then randomly removed locations from
each bias class as predicted by the model.

To investigate the bias effect on habitat-selection
conclusions, I repeated habitat-selection analyses
similar to those performed on radiotelemetry
data. For continuous variables, I compared the
means from 5 uncorrected data sets to the means
from 5 corrected data sets, within each of the 3
groups of data (100, 1,000, 10,000 locations). For
habitat types, I first paired each uncorrected data
set with a corrected data set of the same number
of locations (100, 1,000, 10,000). I then tested a
hypothetical selection and avoidance of habitat
types by comparing the proportional distribution
of habitat types to the corresponding corrected
distribution and calculating the associated Bon-
ferroni confidence intervals, similar to analyses
of radiotelemetry data. In this way, any differences
between corrected and uncorrected data could be
attributed to the effect of the GPS fix-rate bias.

Prior to correcting random data sets for fix-rate
bias, I tested all random data sets for similarity
(i.e., to ensure no pre-existing differences were
in the data). I performed habitat-selection analy-
ses with the prediction that no significant differ-
ences should occur in uncorrected random data.

RESULTS

Radiotelemetry Data

Of the 12 radiocollars deployed, 5 malfunc-
tioned and provided unusable data. The remain-
ing 7 collars (4 males, 3 females) had fix success
rates ranging from 27 to 63% (x = 50, SE = 4.6).
The number of recorded locations within winter
ranged from 75 to 409 (x = 186, SE = 51.3).
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Fig. 1. Change in the mean (1 SE) among 5 habitat variables
from uncorrected to corrected data by inserting a Global Posi-
tioning System (GPS) fix-rate bias to deer use and random
data for 7 mule deer in winter in Lemon Creek, British Colum-
bia, Canada. Habitat data were derived from digital mapping
information for each location, where age = forest stand age,
cc = crown closure, elev = elevation, slope = slope gradient,
and solar = direct solar radiation. Available habitat was
derived from random locations within annual home ranges.

Habitat-selection analyses of uncorrected data
resulted in the following: 6 of 7 deer used lower
elevations, and 1 used elevations similar to avail-
able (combined x: use = 945 m, available = 1,333 m;
t=4.981,df = 12, P<0.001); 4 of 7 deer used high-
er slopes, and 3 used slopes similar to available
(combined x: use = 57%, available = 48%; t =
-2.746, df = 12, P=0.018); 5 of 7 deer used older
stands, and 2 used stand ages similar to available
(combined x: use = 116 yr, available = 82 yr; ¢ =
—2.301, df = 12, P< 0.040); 4 of 7 deer used higher
crown closures, 1 used lower crown closures, and 2
used similar crown closures to available (combined
x: use =41.8%, available = 25.9%; t=-1.755,df = 12,
P=0.105); 4 of 7 deer used areas of higher direct
solar radiation, 1 used lower solar radiation, and 2
used areas of similar solar radiation to available
(combined x: use = 102,521 kW/m3, available =
82,441 kW/m?; 1= —2.082, df = 12, P=0.059).

Among habitat types using uncorrected data, all
7 deer preferred habitat type 3 and avoided type 2;
5 of 7 deer avoided type 1, and 2 deer used type 1 in
proportion to availability; 5 of 7 deer avoided type 4,
1 deer preferred type 4, and 1 deer used type 4 in
proportion to availability; 5 of 7 deer avoided type 5,
and 2 deer used type 5 in proportion to availability.

Data corrections resulted in the addition of
between 5 and 25 locations, representing a range
in increased data from 4.8 to 7.7% (x = 6.2, SE =
0.38, n="7). Mean differences between uncorrect-
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ed and corrected data ranged from 0.17 to 0.74%
for deer use, and 0.53 to 4.85% for availability
data (Fig. 1). Changes in individual deer use of
habitat types between uncorrected and corrected
data were <5% of uncorrected data in all cases.
Habitat-selection analyses on corrected data yield-
ed unchanged conclusions between uncorrected
and corrected data. All deer displayed similar
trends (significantly higher or lower than available
mean) with continuous variables, and all habitat
types were preferred, avoided, or used in propor-
tion to availability similar to uncorrected data.

Simulated Data

In 3 cases, pre-existing differences were detected
in random data (i.e., significantly different mean
between 1 data set and an associated data set). |
replaced these data sets with other random data
that I then tested for similarity. I detected no sig-
nificant differences among means of continuous
variables (all P> 0.05) or habitat-type distributions
(all Bonferroni CIs nonsignificant) in habitat-selec-
tion analyses of ensuing uncorrected random data.

Data corrections resulted in the deletion of
6.0-7.0% of locations for data sets of 100 locations
(x=6.8, SE =0.42, n=10); 4.6-4.8% (x = 4.7, SE
=0.03, n=10) for data sets of 1,000; and 4.2—4.3%
(x=4.3, SE =0.005, n=10) for data sets of 10,000.
I detected no differences among means of con-
tinuous data between corrected and uncorrected
data (all t<2.292, all P> 0.255). Mean differences
between corrected and uncorrected data were
highest for data sets of 100 locations and least for
data sets of 10,000 locations. Differences varied
from 9.18% of the uncorrected mean for stand
age within the 100-location data to 0.69% for ele-
vation within the 10,000-location data (Fig. 2).

Among habitat types, I detected no avoidance
or preference for any habitat types, with the excep-
tion of 1 corrected 10,000-location data set dis-
playing a preference for habitat type 4 (corrected
use = 18.86%, uncorrected = 19.89%). Differences
between corrected and uncorrected habitat type
use were largest in the 100-location data and least
in the 10,000-location data (range = 0-13%).

DISCUSSION

The number of locations used in simulated data
had no effect on habitat-selection conclusions
between uncorrected and corrected data in my
study, despite the somewhat predictable outcome
of smaller differences and variances between
means of larger paired data sets. But because
data were not pooled among individual data sets,
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Fig. 2. Change in the mean (+1 SE) between sets of uncor-
rected data and data corrected for a Global Positioning Sys-
tem (GPS) fix-rate bias in Lemon Creek, British Columbia,
Canada. Ten sets each of 100, 1,000, and 10,000 random
locations were generated. Habitat data were derived from dig-
ital mapping information for each location, where age = forest
stand age, cc = crown closure, elev = elevation, slope = slope
gradient, and solar = direct solar radiation. Five sets within
each group were corrected and compared to the correspond-
ing 5 uncorrected data sets.

sample sizes remained the same (7 = number of
animals or data sets representing hypothetical
animals) for habitatselection tests regardless of
the number of locations in a data set.

The fix-rate bias considered in my study result-
ed in small changes to mean values of continuous
habitat variables and proportional use of habitat
types between uncorrected and corrected data.
The changes were not large enough to change
conclusions about habitat-selection analyses.
Issues of statistical power did not likely cause the
lack of detectable differences, since power of
these data was demonstrated to be adequate in a
similar habitat analyses (D’Eon 2002). Rather, the
lack of detectable difference most likely was due
to the relatively small amounts of data additions
(in the case of deer-use data) or removals (in the
case of simulated data), which in all cases were
<10%. My results are consistent with J. Friar (Uni-
versity of Alberta, unpublished data) who found
similar results at this level of data removal.

Data removals and additions of this magnitude
are not surprising given the model used in my
study. The model accounts for data losses that
ranged from zero to about 20% on individual
radiocollars, depending on environmental condi-
tions (D’Eon et al. 2002). These rates, however,
reflect stationary radiocollars placed in an opti-
mal position for satellite acquisition. Since fix suc-
cess rates generally are much lower than 80% on
free-ranging animals (e.g., Merrill et al. 1998,
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Bowman et al. 2000) and can be as low as 27% (1
case in my study), models derived from stationary
radiocollars do not account for most missing data.
To assume that the remaining data losses are ran-
domly distributed and therefore unbiased would
likely be wrong. Rather, I suggest that much of the
remaining data loss could be attributed to animal
activity that will vary with terrain, species, and
perhaps even individuals. Indeed, Bowman et al.
(2000) found 19% fewer locations for bed deer
than moving deer. In turn, if different activities
occur in different habitats, which is likely the case
in most species, animal activity imposes addition-
al biases in GPS radiotelemetry data sets.

My results illustrate the magnitude of biases
found from GPS radiocollars deployed on mule
deer in this particular landscape. While I believe
these results are useful for comparison with other
future studies and the methods I explored for
correcting these data are useful elsewhere, I cau-
tion against direct extrapolation of these data
into other situations. Due to the unique nature of
bias resulting from unique combinations of vege-
tation, terrain, and individual animal movement,
determining the relative magnitude of my results
will be difficult, if not impossible, until more
studies of this nature are performed.

MANAGEMENT IMPLICATIONS

In my study, I demonstrated that biases
accounting for <10% data loss did not change
habitat-selection conclusions. On this basis, I sug-
gest that GPS radiotelemetry data sets with <10%
data loss can be safely analyzed without the need
for correction. However, I caution against simply
scaling a bias model based on stationary radio-
collar data to account for additional data loss
(i.e., scaling the model equal to the amount of
data loss without changing the slope of the
model). While intuitively appealing, this ignores
that most data loss may be attributed to biases
related to animal activity and therefore does not
reflect true biases in the data. The challenge for
future work is therefore clear. To best account for
fix-rate biases in GPS radiotelemetry data, biases
attributable to animal activity in free-ranging
environments must be explored—in addition to
biases attributable to terrain and habitat vari-
ables—and perhaps form the emphasis, if not the
focus, of future research on this topic.

A first step in this direction is quantifying the bias
associated with the position and orientation of the
GPS antenna on radiocollars. Conventional wis-
dom dictates that a vertically oriented radiocollar
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(i.e., GPS antenna is flat and directly facing the sky)
will have the most success in obtaining GPS fixes
(due to best satellite acquisition rate), and there-
fore the lowest bias (if any). However, the degree to
which this bias increases with angle away from
vertical (and lower satellite acquisition rate) and in
combination with compass direction is unknown.

Radiocollar position and orientation are criti-
cal factors related to animal activity, since activity
and movement of free-ranging animals deter-
mines the position and orientation (and there-
fore bias) on deployed radiocollars in wildlife
studies. Bias related to animal activity will no
doubt vary among species and perhaps even indi-
viduals (e.g., Moen et al. 2001). For example, a
radiomarked animal that often digs while forag-
ing (e.g., grizzly bear [Ursus horribilis]) may have
a different fix-rate success (due to a different
radiocollar position) than an animal that keeps
its head more horizontal while foraging (e.g.,
moose [Alces alces]). These issues present a sec-
ond challenge and requirement for studies
involving observed radiomarked animals, where
specific movement and behavioral observations
must be directly linked to fix-rate success.
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